Modeling flow coating of colloidal dispersions in the evaporative regime: prediction of deposit thickness
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Abstract

We investigate flow coating processes, i.e., the formation of dry coatings starting from dilute complex fluids confined between a static blade and a moving substrate. In particular, we focus on the evaporative regime encountered at low substrate velocity, at which the coating flow is driven mainly by solvent evaporation in the liquid meniscus. In this regime, general arguments based on mass conservation show that the thickness of the dry film decreases as the substrate velocity increases, unlike the behavior in the well-known Landau–Levich regime. This work focuses on colloidal dispersions, which deserve special attention. Indeed, flow coating is expected to draw first a solvent-saturated film of densely packed colloids, which further dries fully when air invades the pores of the solid film. We first develop a model based on the transport equations for binary mixtures, which can describe this phenomenon continuously, using appropriate boundary conditions and a criterion to take into account pore-emptying in the colloidal film. Extensive numerical simulations of the model then demonstrate two regimes for the deposit thickness as a function of the process parameters (substrate velocity, evaporation rate, bulk concentration, and particle size). We finally derive an analytical model based on simplified transport equations that can reproduce the output of our numerical simulations very well. This model can predict analytically the two observed asymptotic regimes and therefore unifies the models recently reported in the literature.

Introduction

Making functional coatings starting from dilute colloidal dispersions or polymer solutions is a challenging issue for many industrial applications ranging from organic photovoltaic devices1 to conductive films.2 Among the common techniques used to coat solid substrates, flow coating processes, such as blade coating, knife coating, or use of a doctor blade, have recently attracted considerable interest. Indeed, they generate possibilities not only for making functional coatings continuously, but also for patterning colloidal monolayers or ordered structures on a substrate,3–8 and even for generating films with thickness gradients.9

Figure 1a schematically depicts the specific case of blade coating: a film is drawn out of a liquid reservoir and confined by a nearly horizontal static blade and a substrate moving at a velocity V. A key issue concerns the prediction of the coating thickness $h_d$ as a function...
of the process parameters. Two main regimes were already identified: for large coating speeds $V$, a liquid film is drawn from the interplay between viscous and capillary forces (the so-called Landau–Levich regime), and the solvent later evaporates up to the formation of a solid coating. At low $V$, solvent evaporation within the liquid meniscus cannot be neglected, and solutes (or particles) contained in the liquid reservoir are concentrated up to the formation of a dry film. Quantitative modeling of this evaporative regime is particularly challenging, as it couples both hydrodynamics and physico-chemical features of the investigated fluids.

Dimitrov and Nagayama provided a simple law based on mass conservation to account for the variations of the coating thickness $h_d$ with the process parameters,

$$h_d = \frac{\varphi_0}{\varphi_c - \varphi_0} \frac{Q_{ev}}{V},$$

(1)

where $\varphi_c$ is the solute volume fraction within the solid coating and $\varphi_0$ is the solute volume fraction within the liquid reservoir. $Q_{ev}$, the evaporation flux per unit of width, is defined as the integral of the local evaporation velocity $v_{ev}$ (m/s) over the evaporation region of length $L_{ev}$, i.e., $Q_{ev} = \int_{0}^{L_{ev}} v_{ev} \, dx$ ($v_{ev} \neq 0$ for $0 < x < L_{ev}$). From eq 1 it follows that the proportionality relation $h_d \propto 1/V$ is expected if $Q_{ev}$ does not depend on $V$. This proportionality relation has been actually reported recently by several groups for various systems, including polymer solutions, solutions of small molecules and colloidal dispersions. However it may fail for colloidal dispersions as the evaporation flux may depend on the substrate velocity $V$. Indeed, the coating flow is expected to first draw a wet film of densely packed colloids. Water flow remains significant in this porous packed bed, and evaporation vanishes only at a distance $L_{ev}$ from the blade. Evaporation stops (or strongly decreases) as the air/water menisci recede within the porous packed bed (see Figure 1). This mechanism occurs when the capillary forces cannot sustain the low solvent pressure imposed by evaporation-induced flow within the porous packed bed of colloids.

As seen in the present study, $L_{ev}$ may depend significantly on the process parameters in some range of parameters. In flow coating, it may significantly impact prediction of the deposit thickness $h_d$ using eq 1. Note that this region of highly concentrated solutes together with significant solvent flow does not exist in polymer solutions, since high concentrations of polymers induce strong decreases of both the mutual diffusion coefficient and the solvent chemical activity, unlike in colloidal dispersions.

Recently, Jung and Ahn developed a model taking into account the wet film of densely packed colloids. However, their model neither accounts for previous experiments reporting the $h_d \propto 1/V$ relation nor succeeds in fitting accurately their own experimental results, as dis-
cussed by the authors.

The results of the present work are twofold: (1) We first develop an original model based on the general transport equations for binary mixtures, which can describe continuously the formation of a dry coating starting from a dilute colloidal dispersion in a flow coating process. (2) We also provide more insights into the role played by the opening of the pores on the variation of the deposit thickness $h_d$ with the process parameters. More precisely, we derive a simple analytical prediction for $h_d$ taking into account this phenomenon, which is in very good agreement with our numerical simulations. Interestingly, this law exhibits two asymptotic behaviors: the first one is fully consistent with the $h_d \propto 1/V$ relation already reported in some experiments, whereas the second one corresponds to the model proposed by Jung and Ahn.19

This work is organized as follows. In the next section, we detail our model based on transport equations using the lubrication approximation. We then discuss the crucial role played by boundary conditions, and we propose original conditions that enable continuous modeling of the colloidal consolidation in the flow coating process. We then solve this model numerically using a wide parametric study to capture the effect of the process control parameters on the deposit thickness $h_d$. In the last section, we thoroughly discuss the outputs of these numerical simulations, and we compare them to a simple analytical law based on conservation equations. The validity domain of this simplified model is specified, and previous experimental results13,19 are finally analyzed in light of this model.

Model of evaporative flow coating of colloidal dispersions

General description

Our aim is to model flow coating of a colloidal dispersion on a substrate moving at a constant velocity $V$ in the evaporative regime (see Figure 1). A long inlet duct of length $L_p$ and constant height $h_0$ drives the dispersion from an infinite and perfectly stirred reservoir (located at $x = -L_p$) toward a free surface region ($x > 0$). The problem is assumed to be isothermal. Evaporation within the liquid meniscus, coupled to the flow induced by the moving substrate, concentrates the colloids up to the formation of a solvent-saturated densely packed array of colloids at a position $x_f$. This film is then simply transported by the moving substrate, as rearrangement of particles within the film is unlikely owing to the vanishing self-diffusion of the colloidal particles at such high concentrations.20 This densely packed film later dries fully at a position $x \simeq L_{ev}$ when the solvent capillary forces can no longer sustain the receding of the air/solvent menisci within the porous packed bed.

Evaporation velocity

The evaporation velocity $v_{ev}$ (m/s) corresponds to the local volume flux of solvent, per unit of surface, owing to evaporation by diffusive drying normal to the air/dispersion surface. We assume, as is done by many authors,15,21,22 and experimentally evidenced in drying experiments (see for instance ref23), that pore emptying occurs before the concentration of colloids can significantly affect the saturated vapor pressure and thus the evaporation velocity $v_{ev}$ (at least for colloids with diameter $2a > 50$ nm24). We also assume that evaporation vanishes suddenly for $x > L_{ev}$.

The diffusion in the gas phase may be 1D or 2D, depending on the diffusive boundary layer thickness $\Lambda$ and the evaporation length $L_{ev}$. Indeed, the Laplace equation in the gas phase implies that 2D effects occur only at a distance on the order of $\Lambda$. Thus, for $L_{ev} \lesssim \Lambda$, a 2D model is required to describe the local solvent evaporation. An example of such a configuration is developed in ref18 for polymer solutions, and we will report in a future work a full model of evaporative flow coating of colloidal dispersions including these 2D effects. In the following, we consider for simplicity $\Lambda \ll L_{ev}$. Therefore, we assume that $v_{ev}$ is uniform over the entire surface of the film, except near $x = L_{ev}$ [more
precisely, for \((L_{ev} - \Lambda) \lesssim x \leq L_{ev}\), where an increase in the evaporative flux is expected.\(^{25}\) However, the integral of the evaporative flux over this small distance scales as \(\Lambda^{1/2}\), and we neglect this tip effect in the following.

To provide a continuous description of the expected behavior, we first provide the governing equations of our model within the liquid region, from the reservoir up to the opening of the pores. We then discuss the choice of appropriate boundary conditions, and finally we apply the model to the flow coating geometry.

### Governing equations

#### Mass balance

We model a dispersion of monodisperse colloids of radius \(a\) using the classical transport equations for a solvent/colloid binary mixture.\(^{26}\) The volume-averaged velocity of the mixture is defined as

\[
u = \varphi \nu_p + (1 - \varphi) \nu_s,
\]

where \(\nu_p\) and \(\nu_s\) are the particle and solvent velocities, respectively, and \(\varphi\) is the particle volume fraction. We assume that the partial specific volume of each component is constant, which leads to the local mass conservation \(\nabla \cdot \nu = 0\).

The particle flux follows classically:

\[
\varphi \nu_p = \varphi \nu - D(\varphi) \nabla \varphi,
\]

where \(D\) is the (long-time) collective diffusion coefficient of the mixture (defined here in the reference frame of the volume-averaged velocity).\(^{26}\) In eq 3, we neglect shear-induced particle migration, which may also induce velocity drift between the particles and the solvent, particularly for large particles.\(^{27}\) The conservation equation for the particle concentration reads

\[
\partial_t \varphi + \nu \nabla \varphi = \nabla \cdot (D(\varphi) \nabla \varphi).
\]

In the description of the evaporative regime of blade coating of colloidal dispersions shown schematically in Figure 1, these conservation equations can be averaged in the liquid meniscus over the liquid height \(h\), leading to

\[
\frac{\partial h}{\partial t} + \frac{\partial Q}{\partial x} = -v_{ev},
\]

\[
\frac{\partial (\varphi h)}{\partial t} + \frac{\partial Q_p}{\partial x} = 0,
\]

where \(Q_p(x, t) \equiv \int_0^h \varphi \nu_p dz\) is the particle volume flux, \(Q(x, t) \equiv \int_0^h \nu dz\) is the dispersion volume flux, and \(v_{ev}\) is the evaporation velocity.

### Collective diffusion coefficient

The collective diffusion coefficient in eq 3 results from an interplay between colloidal interactions within the solvent and hydrodynamic interactions at finite colloid concentrations.\(^{28}\) \(D(\varphi)\) follows the generalized Stokes–Einstein relation:

\[
D(\varphi) = \frac{k}{\eta_0} \frac{\partial \Pi}{\partial \varphi},
\]

where \(\eta_0\) is the solvent viscosity, \(\Pi(\varphi)\) is the osmotic pressure, and \(k(\varphi)\) is the permeability of the dispersion,

\[
\Pi(\varphi) = k_B T v_p \varphi z(\varphi), \quad k(\varphi) = \frac{2a^2}{9\varphi} K(\varphi),
\]

where \(k_B\) is Boltzmann’s constant, \(T\) is the temperature, \(v_p = 4/3\pi a^3\), \(z(\varphi)\) is the osmotic compressibility, and \(K(\varphi)\) is the sedimentation factor. Therefore, relation 7 also reads

\[
D(\varphi) = D_0 K(\varphi) \frac{\partial (\varphi z(\varphi))}{\partial \varphi},
\]

where \(D_0 = k_B T/(6\pi \eta_0 a)\) is the Stokes–Einstein diffusion coefficient.

In the following, we restrict our model to colloids interacting through a hard-sphere (HS) potential\(^{29}\) and we use an analytical formula to model both \(K(\varphi)\) and \(z(\varphi)\). Concerning the sedimentation factor, we assume \(K(\varphi) = (1 - \varphi)^6\) as in refs.\(^{20,29}\) and for the osmotic compressibility, we assume that

\[
z(\varphi) = \frac{1 + a_1 \varphi + a_2 \varphi^2 + a_3 \varphi^3 + a_4 \varphi^4}{1 - \varphi/\varphi_c},
\]

where \(a_1 = 4 - 1/\varphi_c\), \(a_2 = 10 - 4/\varphi_c\), \(a_3 = \ldots\) \(a_4 = \ldots\)
18−10/φc, a_4 = α/φ_c^5−18/φ_c, and α ≈ 1.5, and φ_c ≈ 0.64 is the random close-packing volume fraction. This analytical formula was shown to asymptotically match the variations of Π(φ) over the entire concentration range from the Carnahan–Starling regime at low concentration to the divergence of the osmotic compressibility approaching φ_c.

The divergence of the osmotic pressure and collective diffusion coefficient at the close-packed concentration φ_c (which is related to the divergence of z(φ) for a finite K(φ)) accounts for the formation of the wet film typical of colloidal dispersions. For simplicity, we consider an HS dispersion with a glass transition at φ_c. We thus do not include in our model any (reversible or not) transition from a sol to a solid gel phase (colloidal crystallization or densely coagulating or loosely flocculating gels) that may occur below the close packing. Indeed, transport within these solid phases can always be described by an effective diverging collective diffusion coefficient D(φ), and the main features of our general results would not be strongly affected.

Momentum balance and boundary conditions

In several experimental cases (confined drops, unidirectional drying within capillaries or microchannels, flat evaporating films), solvent evaporation occurs in a fixed geometry (or with a known evolution), with the assumption of 1D transfer. Therefore mass conservation ∇·u = 0 entirely determines the velocity field u and the transport equation eq (4) alone makes it possible to describe the concentration process.

When the collective diffusion coefficient D(φ) diverges at a fixed concentration φ_c, the same equation leads to a continuous description of the liquid→solid transition (solid means here a densely packed wet film) as the divergence of D(φ) prevents φ overcoming φ_c despite evaporation. In the above cited works, the knowledge of the mechanical equilibrium is not required to model the liquid→solid transition. However, ∇p = 0 is often implicitly assumed along with the concept of pervadic pressure defined as

\[ p_{\text{liq}} = p - \Pi, \]

where \( p_{\text{liq}} \) corresponds to the pore pressure of the solvent within the dispersion. This approach allows the equivalence between the Darcy regime (within the solid) and Fick’s law (within the liquid dispersion).

An additional problem arises for flow coating processes, as well as drying of sessile drops and drying fronts in 2D evaporating films. Indeed the evaporating geometry is not known a priori and evolves during solvent evaporation. In that case, the flow profile u and pressure p have to be calculated using momentum balance equations (Stokes equations, ∇p ≠ 0) to predict the temporal evolution of the evaporating geometry. To the best of our knowledge, the liquid→solid transition has thus never been continuously modeled in such geometries due to this subtle coupling. To overcome this difficulty, the solutions of the above conservation equations coupled with the Stokes equations are often artificially truncated at a concentration φ < φ_c in order to describe the entire drying process up to the solid phase. Style et al. have even taken a further step by including poro-elastic modeling to describe the drying of the colloidal solid under lateral constraints. More recently, Kaplan et al. also proposed a phenomenological relation between the particle and solvent volume fluxes to address these subtle issues. However, their resulting model does not respect the conservation equations for binary mixtures, and in particular global mass conservation.

We show in the following that specific boundary conditions for the standard momentum balance equations make it possible to model continuously both the concentration field and flow pattern within the liquid meniscus (dilute suspension) up to the formation of a solvent-saturated and dense film in the flow coating experiment depicted in Figure 1. Note that in the wet film region shown in Figure 1, the free surface macroscopic curvature is negligible and ∇p = 0 (see below), leading to ∇Π = −∇p_{\text{liq}}. Our description of transport within the dense
film using the Fick’s law (see eqs 3 and 7) is thus strictly equivalent to the Darcy’s description as one can indeed rewrite eq 3 as

\[(1 - \varphi)(u_s - u_p) = -\frac{k}{\eta_0} \nabla p_{liq},\] (12)

see for instance ref\textsuperscript{37} for a full discussion.

Now we derive the momentum balance equations for the free surface region (meniscus and wet film, \(0 < x < L_{ev}\)). Disregarding inertia and gravity, the long-wave approximation leads to the following momentum balance:

\[\frac{\partial p}{\partial x} = \eta(\varphi) \frac{\partial^2 u}{\partial z^2},\] (13)

\[\frac{\partial p}{\partial z} = 0,\] (14)

where \(z\) is the spatial coordinate normal to the substrate, \(p\) is the pressure of the dispersion, and \(\eta\) is its dynamic viscosity. In the above equations, we assume that \(\varphi\) is homogeneous over the liquid height and that no additional terms (such as those proposed in refs\textsuperscript{38,39} involving the relative flow between the solvent and the particles) are needed to describe the entire range of concentrations, from the fluid phase to the solvent-saturated film.

We chose to model \(\eta(\varphi)\) for our HS colloidal dispersion by the Krieger–Dougherty law:

\[\eta = \eta_0 (1 - \varphi/\varphi_c)^{-\nu},\] (15)

where \(\nu = 2.5\varphi_c \simeq 1.6.\textsuperscript{40}\) The pressure of the dispersion (considered as a whole) is related to the curvature of the liquid film through Laplace’s law:\textsuperscript{41}

\[p - p_{atm} = -\gamma \frac{\partial^2 h}{\partial x^2},\] (16)

where \(\gamma\) is the air/dispersion surface tension and \(\partial^2 h/\partial x^2\) is the free surface macroscopic curvature, not to be confused with the microscopic curvature of pore menisci represented in Figure 1b.

The integration of eqs 13 and 14 over the liquid height \(h\) requires two boundary conditions, one at the solid/liquid interface, \(z = 0\), and the other at the liquid/gas interface, \(z = h\). Writing appropriate boundary conditions for a colloidal dispersion described as a continuous binary mixture is a subtle procedure.\textsuperscript{38} Indeed, the volume-averaged velocity \(u\) and particle velocity \(u_p\) (see eq 2) are defined properly only at a mesoscopic scale that makes the averaging of these quantities over many different colloidal particles possible.\textsuperscript{38}

Assuming zero shear stress at the free surface, i.e., \(\partial u/\partial z = 0\) at \(z = h\), and the classical no-slip condition for the volume-averaged velocity \(u = V\) at \(z = 0\) leads to the standard relation

\[Q(x,t) = V h + \frac{h^3 \gamma}{3 \eta} \frac{\partial^3 h}{\partial x^3},\] (17)

where \(\gamma\) is assumed constant (no Marangoni effect).

This last relation, in combination with mass conservation (eq 5), involves the following condition for a film deposited on a substrate in the steady regime (\(\varphi \to \varphi_c\)):

\[V \frac{\partial h}{\partial x} = -v_{ev},\] (18)

as \(\eta(\varphi) \to \infty\) and assuming that the pressure gradient does not diverge (we are looking for a regular solution). Such boundary conditions thus cannot describe the formation of a close-packed film with a fixed height \(h\), as expected for such a densely packed bed of colloids with an infinite viscosity. Indeed, as the self diffusion coefficient of colloids approaches zero within a dense solvent-saturated film,\textsuperscript{20} we expect \(u_p = V\) and \(\varphi \simeq \varphi_c\), leading thus to \(Q_p(x) \simeq \varphi_c V h(x)\). Solute conservation eq 6, assuming the steady state, therefore implies a constant height \(h\), which is not consistent with eq 18 (in the evaporative regime, the order of magnitude of the ratio \(v_{ev}/V\) can be as high as 1 in some cases).

If we now assume that the no-slip boundary condition at the moving substrate holds for the particle velocity only, i.e., \(u_p = V\) at \(z = 0\), integration of eqs 13 and 14 now yields

\[Q_p(x,t) = \varphi V h + \varphi \frac{h^3 \gamma}{3 \eta} \frac{\partial^3 h}{\partial x^3},\] (19)
film leads to
\[ V \frac{\partial h}{\partial x} = 0, \]  
(20)
i.e., the possibility of a close-packed film with a constant height \( h \), as required.

Assuming this last set of boundary conditions, integration of eqs 13 and 14 coupled to the conservation eqs 5 and 6 leads to the following governing equations:
\[
\frac{\partial h}{\partial t} + \frac{\partial}{\partial x} \left( \frac{3h^3}{3\eta} \frac{\partial h}{\partial x} + \frac{hD}{\varphi} \frac{\partial \varphi}{\partial x} \right) + V \frac{\partial h}{\partial x} = -v_{\text{ev}}, 
\]
(21)
\[
\frac{\partial (\varphi h)}{\partial t} + \frac{\partial}{\partial x} \left( \frac{\varphi h^3}{3\eta} \frac{\partial h}{\partial x} \right) + V \frac{\partial (\varphi h)}{\partial x} = 0. 
\]
(22)

These two relations differ from the usual description of a liquid film coupled to evaporation (as, for instance, in refs.18,42,43) because of the specific boundary condition imposed at the liquid/solid substrate interface.

However, the difference between these two boundary conditions is important only for \( \varphi \rightarrow \varphi_c \) for a colloidal dispersion. Indeed, the characteristic Péclet number follows \( \text{Pe} = V L / D_0 \gg 1 \) for \( \varphi \ll \varphi_c \), where \( L \) is a macroscopic length scale on the order of the meniscus size in our case, and \( D_0 \) is the diffusion coefficient in the dilute domain. Thus, we obtain \( u \approx u_p \) from eq 3, and this result is confirmed by the output of our simulations (in particular Figure 5). These two boundary conditions nevertheless lead to two distinct descriptions in the concentrated regime, as the collective diffusion coefficient \( D(\varphi) \) diverges for \( \varphi \rightarrow \varphi_c \), leading to the possibility of \( u \neq u_p \). Indeed, one expects that \( u \neq u_p \) in the close-packed film advected by the moving substrate (i.e., \( u_p \approx V \)), as evaporation possibly drives a relative solvent flow through the dense colloidal assembly, resulting in \( u > V \).

**Liquid pressure and opening of the pores**

In the present approach, the liquid pressure \( p_{\text{liq}} \) is used as a criterion to characterize the transition from a solvent-saturated film to a dry film. Air/solvent menisci invade the colloidal wet film at a position \( x = L_{\text{ev}} \), where the pore pressure \( p_{\text{liq}} \) (see eq 11) reaches a critical capillary pressure, see Figure 1b. This condition reads
\[ p_{\text{liq}} - p_{\text{atm}} = -\kappa \gamma a/a \quad \text{at} \quad x = L_{\text{ev}}, \]  
(23)
where \( p_{\text{atm}} \) is the atmospheric pressure, \( \gamma a \) is the air/water surface tension (which is assumed to be equal to \( \gamma \), the air/ dispersion surface tension), and \( \kappa \) is a constant depending on the geometry of the colloidal packed bed. For monodisperse spheres, we use \( \kappa = 3\varphi_c/(1 - \varphi_c) \approx 5.33 \), as suggested in ref.31. Evaporation is assumed to be negligible for \( x > L_{\text{ev}} \), as the invasion of the air/solvent menisci may rapidly desaturate the whole film thickness, or may add a possibly large resistance to diffusive mass transfer in the inert gas as suggested in refs.15,34

**Application to the flow coating geometry**

In the following, we consider the flow coating geometry depicted in Figure 2 and restrict our analysis to the steady state. The domain of interest ranges from \( x = -L_p \) to \( x = L_{\text{ev}} \).

Two sets of governing equations must be considered: (i) those for the area within the inlet duct \((-L_p < x < 0)\) and (ii) those for the free surface region \((0 < x < L_{\text{ev}})\). In the latter region, we use the governing equations 21-22, which describe in a continuous way the colloidal suspension drying from the dilute regime (meniscus) to the concentrated regime (close-packed film). As shown later in the Numerical Results and Discussion section, our model predicts a very sharp transition from the dilute dispersion to the dense film. In the following we note \( x_f \) the position of the liquid→solid transition, with \( x_f \) estimated from the abscissa of the maximum of the volume fraction spatial derivative.

Actually, the numerical resolution on the entire domain raises a difficulty, because the position of the boundary \( L_{\text{ev}} \) is not known a priori but results from the determination of the liquid pressure field. To simplify the numerical resolution by avoiding the resolution of a moving
boundary problem, the wet close-packed film is cut at a fixed arbitrary length \( W \) such that the particle volume fraction is assumed to be very close to \( \varphi_c \) (but not strictly equal) in the range \( W < x < L_{ev} \). This assumption allows us to derive an asymptotic version of the governing equations \( 21-22 \), valid in the range \( W < x < L_{ev} \), and simple enough to get (i) an analytical expression giving \( L_{ev} \) as a function of \( h(W) \) and \( \varphi(W) \) and (ii) boundary conditions at \( x = W \). With these two pieces of information, the numerical resolution can be performed in the fixed-boundary-domain \( -L_p < x < W \) instead of \( -L_p < x < L_{ev} \).

The governing equations for these different domains, the matching conditions at their intersections \( x = 0 \) and \( x = W \), and the boundary conditions at \( x = -L_p \) and \( x = L_{ev} \) are provided in the following subsections. Then the asymptotic model is used to shift the boundary conditions from \( x = L_{ev} \) to \( x = W \).

**Governing equations in the inlet duct \((-L_p < x < 0)\)**

The governing equation for the concentration field in the inlet duct is obtained from eqs \( 2, 5, \) and \( 6 \), assuming \( h = h_0 \) and \( v_{ev} = 0 \):

\[
\frac{Q_0}{h_0} \frac{\partial \varphi}{\partial x} = \frac{\partial}{\partial x} \left( D \frac{\partial \varphi}{\partial x} \right),
\]

where \( Q_0 \) is the liquid flux in the inlet duct, which is independent of \( x \) because of eq \( 5 \).

The suspension in the inlet duct being dilute, the pressure drop between the points \( x = -L_p \) and \( x = 0 \) is disregarded, i.e., \( p(x = 0) \approx p(x = -L_p) = p_0 \).

**Governing equations in the free surface region \((0 < x < L_{ev})\)**

The governing equations in the free surface region are eqs \( 21-22 \) with \( \partial_t h = 0 \). They are used without further simplification in the range \( 0 < x < W \). Conversely, in the domain \( W < x < L_{ev} \), we assume that the particle volume fraction field verifies

\[
\varphi(x) \simeq \varphi_c - \varepsilon(x) \quad \text{with} \quad \varepsilon(x) \to 0, \tag{25}
\]

which implies \( \eta \to \infty \) (from eq \( 15 \)), \( D \to \infty \) (from eqs \( 9-10 \)) and \( \partial_{x} \varphi \simeq -\partial_{x} \varepsilon \to 0 \). Introducing the expression \( 25 \) in governing equations \( 21–22 \) and keeping the leading order terms yields

\[
\frac{\partial}{\partial x} \left[ h D(\varphi) \frac{\partial \varphi}{\partial x} \right] = -\varphi_c v_{ev}, \tag{26}
\]

\[
\frac{\partial h}{\partial x} = 0. \tag{27}
\]

Remarkably enough, although the particle volume fraction gradient goes to zero, the diffusion flux in eq \( 26 \) does not vanish because of the divergence of the diffusion coefficient. Note that with the assumption \( 25 \), the expression of the osmotic compressibility \( 10 \) simplifies to

\[
z(\varphi) = \frac{\alpha}{\varphi_c - \varphi}. \tag{28}
\]

Injecting eq \( 28 \) in eq \( 9 \) along with eq \( 25 \) yields a simpler expression of the diffusion coefficient, to be used in the region such that \( W < x < L_{ev} \):

\[
D(\varphi) = D_0 \frac{\alpha \varphi_c (1 - \varphi_c)^6}{(\varphi_c - \varphi)^2}. \tag{29}
\]

Another worth noticing consequence of assumption \( 25 \) is

\[
p \simeq p_{atm} \quad \text{for} \quad W < x < L_{ev}, \tag{30}
\]

because of eqs \( 16 \) and \( 27 \) (no macroscopic curvature in the flat close-packed film).
Matching conditions

At the connection between the inlet duct and the meniscus ($x = 0$), we write the continuity of $Q$, $Q_p$, and $\varphi$. In addition, the liquid height verifies the conditions

$$h = h_0 \quad \text{and} \quad \frac{\partial^2 h}{\partial x^2} = C_0 \quad \text{at} \quad x = 0,$$

(31)

where the curvature $C_0$ is deduced from Laplace’s law, $C_0 = (p_{\text{atm}} - p_0)/\gamma$.

At $x = W$, five matching conditions are provided by writing the continuity of the height $h$, slope $\partial h/\partial x$, and curvature $\partial^2 h/\partial x^2$ on one hand, and the continuity of the solute volume fraction $\varphi$ and its spatial derivative $\partial \varphi/\partial x$ on the other hand. With the help of condition 25 (which is supposed to be valid at $x = W$), one can easily show that these continuity relations implicitly contain the global mass conservation $Q(W^-) = Q(W^+)$ and particle mass conservation $Q_p(W^-) = Q_p(W^+)$. 

Boundary conditions

The inlet duct is in contact with a reservoir at constant particle volume fraction $\varphi_0$, so

$$\varphi = \varphi_0 \quad \text{at} \quad x = -L_p.$$

(32)

We need two boundary conditions at $x = L_{ev}$ because $L_{ev}$ is unknown. Neglecting the water transfer in the almost-dried porous medium at $x > L_{ev}$ yields a first boundary condition,

$$\frac{\partial \varphi}{\partial x} = 0 \quad \text{at} \quad x = L_{ev}.$$

(33)

A second boundary condition arises from the pore opening condition 23. With the help of eqs 11 and 30, eq 23 can be rewritten $\Pi(\varphi_d) \simeq \kappa \gamma / a$. Using the expression 28 for the dimensionless compressibility factor, we see that the pore opening transition occurs at a particle volume fraction $\varphi_d$ given by

$$\varphi_d = \frac{\varphi_c}{1 + 3\alpha k_B T/(4\pi \kappa \gamma a^2)}.$$

(34)

Numerical estimates show that $\varphi_d \simeq \varphi_c (1 - \epsilon)$, where $\epsilon = 3\alpha k_B T/(4\pi \kappa \gamma a^2) \ll 1$, which makes eq 34 consistent with the assumption 25.

Dimensionless equations

The boundary conditions 31 suggest the choices of $h_0$ for the liquid height scale and $L \equiv \sqrt{h_0/C_0}$ for the abscissa scale. Notice that the latter quantity is on the order of magnitude of the meniscus length $L_m$. Indeed, a parabola of curvature $C_0$ and height $h_0$ at $x = 0$ intercepts the $x$ axis with zero slope at the abscissa, $x = \sqrt{2}L$. Using the time scale $\tau \equiv L^2/D_0$, we obtain $D_0/L$ for the scale of the liquid velocity component parallel to the substrate. Introducing these expressions into eqs 5 and 21 brings out the other scalings. The other dimensionless quantities are $\tilde{v}_e = v_{ev}/(D_0 h_0/L^2)$, $\tilde{Q} = Q/(D_0 h_0/L)$, $\tilde{V} = V/(D_0/L)$, $\tilde{D} = D/D_0$, $\tilde{\eta} = \eta/\eta_0$, and $\tilde{L}_m = \sqrt{2}$. The dimensionless version of the governing equations is given in the following.

In the inlet duct ($-\tilde{L}_p < \tilde{x} < 0$), we obtain

$$\tilde{Q}_0 \frac{\partial \varphi}{\partial \tilde{x}} = \frac{\partial}{\partial \tilde{x}} \left( \tilde{D} \frac{\partial \varphi}{\partial \tilde{x}} \right).$$

(35)

The full equations for the free surface region ($0 < \tilde{x} < \tilde{W}$) read

$$\delta \frac{\partial}{\partial \tilde{x}} \left( \frac{\tilde{h}^3}{\tilde{\eta}} \frac{\partial^3 \tilde{h}}{\partial \tilde{x}^3} \right) + \frac{\partial}{\partial \tilde{x}} \left( \tilde{h} \tilde{D} \frac{\partial \varphi}{\varphi \partial \tilde{x}} \right) + \tilde{V} \frac{\partial \tilde{h}}{\partial \tilde{x}} = -\tilde{v}_e,$$

(36)

$$\delta \frac{\partial}{\partial \tilde{x}} \left( \frac{\varphi \tilde{h}^3}{\tilde{\eta}} \frac{\partial^3 \tilde{h}}{\partial \tilde{x}^3} \right) + \tilde{V} \frac{\partial (\varphi \tilde{h})}{\partial \tilde{x}} = 0,$$

(37)

where

$$\delta = \frac{\gamma h_0^2 C_0}{3 \eta_0 D_0}.$$

In the asymptotic region ($\tilde{W} < \tilde{x} < \tilde{L}_{ev}$), the equations reduce to

$$\frac{\partial}{\partial \tilde{x}} \left[ \tilde{h} \tilde{D} \frac{\partial \varphi}{\partial \tilde{x}} \right] = -\tilde{v}_e \varphi_c,$$

(38)

$$\frac{\partial \tilde{h}}{\partial \tilde{x}} = 0.$$

(39)

They are supplemented by the dimensionless counterpart of the matching conditions and
boundary conditions.

**Shift of the boundary conditions from** \( \tilde{x} = \tilde{L}_{ev} \) to \( \tilde{x} = \tilde{W} \)

Integration of eq 39 shows that the liquid height is constant in the close-packed region. Using height continuity at \( \tilde{x} = \tilde{W} \), we obtain

\[
\tilde{h}(\tilde{x}) = \tilde{h}(\tilde{W}^-). \tag{40}
\]

Integrating relation 38 once, using the boundary condition \( \partial \varphi / \partial \tilde{x} = 0 \) at \( \tilde{x} = \tilde{L}_{ev} \), and using eq 40 leads to

\[
\frac{d \varphi}{d \tilde{x}} = \frac{\tilde{v}_{ev} \varphi_c}{D(\varphi) \tilde{h}(\tilde{W}^-)} (\tilde{L}_{ev} - \tilde{x}). \tag{41}
\]

A second integration using the dimensionless expression of eq 29 and the continuity of the volume fraction at \( \tilde{x} = \tilde{W} \) yields

\[
\frac{\varphi(\tilde{x}) - \varphi(\tilde{W}^-)}{(\varphi_c - \varphi(\tilde{x}))(\varphi_c - \varphi(\tilde{W}^-))} = \frac{\tilde{v}_{ev} \left[ \tilde{L}_{ev}(\tilde{x} - \tilde{W}) - (\tilde{x}^2 - \tilde{W}^2)/2 \right]}{\alpha (1 - \varphi_c)^6 \tilde{h}(\tilde{W}^-)}. \tag{42}
\]

Using \( \varphi = \varphi_d \) at \( \tilde{x} = \tilde{L}_{ev} \) in eq 42 and solving the resulting algebraic equation gives the expression

\[
\tilde{L}_{ev} = \tilde{W} + \sqrt{2 \Phi H}, \tag{43}
\]

where

\[
\Phi = \frac{\varphi_d - \varphi(\tilde{W}^-)}{(\varphi_c - \varphi_d)(\varphi_c - \varphi(\tilde{W}^-))}, \tag{44}
\]

\[
H = \frac{\tilde{h}(\tilde{W}^-) \alpha (1 - \varphi_c)^6}{\tilde{v}_{ev}}. \tag{45}
\]

The concentration gradient at \( \tilde{x} = \tilde{W} \) is deduced from relations 41, 29, and 43-45:

\[
\frac{d \varphi}{d \tilde{x}} = \left( \varphi_c - \varphi(\tilde{W}^-) \right)^2 \sqrt{\frac{2 \Phi}{H}} \text{ at } \tilde{x} = \tilde{W}. \tag{46}
\]

The other two boundary conditions are provided by the continuity of the slope and curvature at \( \tilde{x} = \tilde{W} \) along with eq 40:

\[
\frac{\partial \tilde{h}}{\partial \tilde{x}} = 0 \quad \text{and} \quad \frac{\partial^2 \tilde{h}}{\partial \tilde{x}^2} = 0 \text{ at } \tilde{x} = \tilde{W}. \tag{47}
\]

**Numerical resolution**

The governing equations for the domain \(-\tilde{L}_p < \tilde{x} < \tilde{W}\) are solved using Comsol, a commercial finite element software package (Galerkin method, quadratic Lagrange elements). Practically, the domain \(\tilde{W} < \tilde{x} < \tilde{L}_{ev}\) is excluded from the simulation. One chooses a priori the length \(\tilde{W}\) and imposes at \(\tilde{x} = \tilde{W}\) the three boundary conditions 46–47, which implicitly contain eqs 38–39, the matching conditions at \(x = \tilde{W}\), and the boundary conditions at \(x = \tilde{L}_{ev}\). Once the simulation has been completed, eqs 40 and 42 are used to get \(\tilde{h}(\tilde{x})\) and \(\varphi(\tilde{x})\) in the asymptotic region, i.e. the region such that \(\tilde{W} < \tilde{x} < \tilde{L}_{ev}\) which has been excluded from the simulation. Eq 43 provides \(\tilde{L}_{ev}\).

A requirement for \(\tilde{L}_{ev}\) to exist is \(\Phi H > 0\), which necessitates \(\varphi_d > \varphi(\tilde{W})\). This condition is satisfied if \(\tilde{W} < \tilde{L}_{ev}\). On the other hand, \(\tilde{W}\) must be in the close-packed film. To ensure these two requirements, one starts a first simulation with a small value of \(\tilde{W}\). Then a new simulation is performed with a larger value of \(\tilde{W}\), and so on until the results become insensitive to \(\tilde{W}\), which ensures that \(\tilde{W}\) is located in the close-packed film. The rapid convergence of the procedure is illustrated in Figure 3, which shows that the results do not depend on \(\tilde{W}\) as soon as \(\tilde{W}\) is slightly larger than \(\sqrt{2}\) (the meniscus size).

**Numerical results and discussion**

**Local description: liquid height, concentration, and velocity profiles**

We chose water as the solvent, with properties taken from ref\(^4\) at temperature \(T = 298.15\) K, \(\eta_0 = 0.89\) mPa.s, and \(\gamma = 72\) mN.m\(^{-1}\). The geometrical characteristics are \(h_0 = 100\) \(\mu m\), \(C_0 = 2000\) m\(^{-1}\), and \(L_p = 1\) cm, which results
in $L = 223.6 \ \mu$m and $\tilde{L}_p = 44.7$. These numerical values are kept constant throughout the paper. A parametric study was performed by varying four parameters: the substrate velocity $\tilde{V}$, evaporation velocity $\tilde{v}_{ev}$, particle diameter $2a$, and bulk particle volume fraction $\varphi_0$. The data sets used in the numerical simulations are presented in Table 1.

Figure 4 displays some profiles obtained using data set #9. The results show three successive regions. The first one, $0 < \tilde{x} \lesssim \sqrt{2}$, corresponds to a quasi-constant-curvature meniscus with weak variation of the solute concentration. It is followed by a thin transition zone characterized by a very strong concentration gradient, which coincides with a strong curvature peak (not represented on the figures). The last region is the flat water-saturated film with a concentration close to $\varphi_c$. Although the particle volume fraction field $\varphi(\tilde{x})$ is a continuous function of $\tilde{x}$, the transition from the dilute regime to the dense film is sharp. As previously said, the position of the liquid→solid transition $\tilde{x}_f$ is defined as the abcissa of the $\partial_\tilde{x}\varphi$ maximum.

The dispersion and particle velocities averaged over the thickness $[\tilde{U}(\tilde{x}) = \tilde{Q}/h$ for the dispersion and $\tilde{U}_p(\tilde{x}) = \tilde{Q}_p/(h\varphi)$ for the particles] are compared in Figure 5. The velocities are very similar in the meniscus region (large Péclet number, see eq 3) and then diverge in the transition region. Indeed, the mean particle velocity is equal to the substrate velocity $\tilde{V}$ in the close-packed film, where evaporation still induces significant solvent transport.

**Parametric study**

Figures 6–9 show the effect of the control parameters ($\tilde{V}$, $\tilde{v}_{ev}$, $a$, and $\varphi_0$) on the dry film thickness $\tilde{h}_d = \tilde{h}(\tilde{x} = \tilde{L}_{ev})$, evaporation length $\tilde{L}_{ev}$, and front position $\tilde{x}_f$. This latter quantity corresponds to the maximum of the spatial derivative of the solute concentration. For each data set, only one of the control parameters was varied, as detailed in Table 1. The results are
Table 1: Data sets used in the simulations. Four control parameters are considered. Only one dimensional parameter (indicated in bold characters) varies in each data set.

<table>
<thead>
<tr>
<th>Set</th>
<th>$v_{ce}$/μm.s$^{-1}$</th>
<th>$v_e$</th>
<th>$\varphi_0$</th>
<th>$(\varphi_c - \varphi_d) \times 10^2$</th>
<th>$\varphi_0 \times 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.80</td>
<td>46.3.6×10$^3$</td>
<td>0.0162</td>
<td>1.65</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>0.12, 65</td>
<td>5.5, 2.9×10$^3$</td>
<td>0.0162</td>
<td>1.65</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>0.5, 194</td>
<td>23.8.8×10$^3$</td>
<td>0.256</td>
<td>26.1</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>45.6</td>
<td>1.6×10$^{-4}$, 1.6</td>
<td>0.0165, 165</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>1.37×10$^4$</td>
<td>6.4×10$^{-4}$, 65</td>
<td>0.66, 6.6×10$^3$</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>4.56, 182</td>
<td>0.256</td>
<td>2.61, 104</td>
<td>10.400</td>
</tr>
<tr>
<td>7</td>
<td>30</td>
<td>1.67, 5.47×10$^3$</td>
<td>0.256</td>
<td>2.61, 78.2</td>
<td>10.300</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>45.6</td>
<td>0.256</td>
<td>26.1</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>30</td>
<td>1.37×10$^4$</td>
<td>0.256</td>
<td>26.1</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 5: Instance of the averaged-thickness–velocity profiles $\bar{U}(\bar{x}) = \bar{Q}/\bar{h}$ (mean velocity) and $\bar{U}_p(\bar{x}) = \bar{Q}_p/(\bar{h}\varphi)$ (particle velocity). Data set #9 (Table 1) with $\varphi_0 = 0.04$.

Figure 6: Effect of the substrate velocity $\bar{V}$. Top: Concentration front position $\bar{x}_f$ (solid symbols) and evaporation length $\bar{L}_{ev}$ (open symbols) Bottom: Deposit thickness $\bar{h}_d$. Compared with the relation proposed by Dimitrov and Nagayama$^{10}$ for the thickness of the dry film. According to their model, it should be proportional to the evaporation rate and particle concentration, and inversely proportional to the substrate velocity, but it should not depend on the particle size.

Influence of substrate velocity (Figure 6)

For the configuration studied in this work, i.e. a 1D model in the gas phase, it can be seen that the evaporative length increases significantly as the substrate velocity decreases. Consequently, the evaporation flux $\bar{Q}_{ev}$ depends on $\bar{V}$, therefore, the usual proportionality relation $\bar{h}_d \propto 1/\bar{V}$ no longer holds at low velocities. This discrepancy is more pronounced at high $\varphi_0$ (Set #1). The thickness dependence rela-
tion seems to shift from $\propto 1/\tilde{V}$ to $\propto 1/\tilde{V}^2$ as the substrate velocity decreases. It will be confirmed in the next section dedicated to the derivation of an analytical model.
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**Figure 7:** Effect of the evaporation velocity $\tilde{v}_{ev}$. Top: Concentration front position $\tilde{x}_f$ (solid symbols) and the evaporation length $\tilde{L}_{ev}$ (open symbols). Bottom: Deposit thickness $\tilde{h}_d$.

**Influence of evaporation velocity (Figure 7)**

Numerical simulations show that $\tilde{L}_{ev}$ is quasi-constant in the range of $\tilde{v}_{ev}$ explored, so the proportionality relation $\tilde{h}_d \propto \tilde{v}_{ev}$ holds for the entire parameter range.

**Influence of particle size (Figure 8)**

According to the relation of Dimitrov and Nagayama, the thickness should not depend on the particle size. The results for set #7 are in agreement with this scaling, whereas it is clearly not
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**Figure 8:** Effect of the particle diameter $a$. Top: Concentration front position $\tilde{x}_f$ (solid symbols) and evaporation length $\tilde{L}_{ev}$ (open symbols). Bottom: Deposit thickness $\tilde{h}_d$. 
satisfied for set #6. Note that the effect of the particle size is not trivial, as changing the radius of the particles induces changes in the diffusion coefficient $D(\varphi)$ and osmotic pressure $\Pi(\varphi)$ on the one hand, and in the criterion characterizing the opening of the pores (eq 23) on the other hand. No significant effect on the evaporation length is observed for data set #7. For data set #6 (low velocity and large particles), one may infer that the large permeability in that case lowers the pressure drop sufficiently so that the water-saturated film can extend to a greater length, despite the change in the criterion for pore emptying.

![Graph showing effect of particle concentration](image)

**Figure 9:** Effect of the bulk particle volume fraction $\varphi_0$. Top: Concentration front position $\tilde{x}_f$ (solid symbols) and evaporation length $\tilde{L}_{ev}$ (open symbols). Bottom: Deposit thickness $\tilde{h}_d$.

**Influence of particle concentration (Figure 9)**

The last control parameter considered is the bulk particle volume fraction $\varphi_0$. Here again, a correlation between $\varphi_0$ and $\tilde{L}_{ev}$ is observed, which modifies the usual proportionality relation $\tilde{h}_d \propto \varphi_0$. This effect is expected, as an increase in $\varphi_0$ induces a thicker film, which facilitates transport of water in the dense close-packed film.

Note that in all the performed simulations, the position of the front $\tilde{x}_f$ shows very little sensitivity to the control parameters. This result will be used in the simplified model developed in the next section. Indeed, the extension of the evaporative length is not correlated with a strong displacement of the front position $\tilde{x}_f$, which always remains close to the meniscus length, i.e., $\tilde{x}_f \simeq \sqrt{2}$. It is only for a large deposit thickness, typically for $\tilde{h}_d = h_d/h_0 \gtrsim 0.1$, that the front position retreats. One can infer that when the film thickness becomes of the same order as the inlet duct, there is no more meniscus, and thus $\tilde{x}_f$ is no longer constrained.

**Simple analytical model for predicting the deposit thickness**

**Model derivation**

We now derive a simple analytical expression to predict the deposit thickness $\tilde{h}_d$ and evaporation length $\tilde{L}_{ev}$ in the steady-state regime. Following Dimitrov and Nagayama,\textsuperscript{10} a first relation between $\tilde{h}_d$ and $\tilde{L}_{ev}$ is obtained from a global mass balance over the fluid included in the entire domain from $\tilde{x} = -\tilde{L}_p$ to $\tilde{x} = \tilde{L}_{ev}$.

The mass balance of the solvent/particle mixture reads

$$\tilde{Q}(-\tilde{L}_p) = \tilde{L}_{ev}\tilde{v}_{ev} + \tilde{h}_d\tilde{V}, \quad (48)$$

which means that part of the fluid flux $\tilde{Q}(-\tilde{L}_p)$ entering the domain through the inlet duct evaporates, whereas the other part is removed by the substrate motion. As the particles do not evaporate, the particle mass balance reduces to

$$\tilde{Q}_p(-\tilde{L}_p) = \varphi_c\tilde{h}_d\tilde{V}. \quad (49)$$
Assuming negligible diffusion at \( \tilde{x} = -\tilde{L}_p \) yields \( \tilde{Q}_p(-\tilde{L}_p) = \varphi_0 \tilde{Q}(-\tilde{L}_p) \). From eqs 48 and 49, we finally obtain

\[
\tilde{h}_d = \frac{\varphi_0}{\varphi_c - \varphi_0} \frac{\tilde{v}_{ev}}{V} \tilde{L}_{ev}. \tag{50}
\]

One recovers the standard Dimitrov and Nagayama law when \( \tilde{L}_{ev} \approx \tilde{L}_m = \sqrt{2} \). As shown above, \( \tilde{L}_{ev} \) evolves with the process parameters for colloidal dispersions, and a second equation is thus required.

As discussed in the previous section, the concentration front is located around \( \tilde{x}_f \approx \sqrt{2} \). Thus, we set \( \tilde{W} \approx \tilde{L}_m = \sqrt{2} \) in eqs 43–45 relating the evaporation length \( \tilde{L}_{ev} \). We then consider the assumptions \( \tilde{h} (\sqrt{2}) \approx \tilde{h}_d \) and \( \varphi_c - \varphi (\tilde{L}_{ev}) \ll \varphi_c - \varphi (\sqrt{2}) \), which are clearly supported by the numerical simulations (see Figure 4, where the term \( \varphi_c - \varphi (\tilde{x}) \) decreases by 6 orders of magnitude from \( \tilde{x} = \sqrt{2} \) to \( \tilde{x} = \tilde{L}_{ev} \)). Finally, we obtain

\[
\tilde{L}_{ev} = \sqrt{2} \left( 1 + \frac{\tilde{h}_d \alpha (1 - \varphi_c)^6}{\tilde{v}_{ev} (\varphi_c - \varphi_d)} \right). \tag{51}
\]

This equation may also be found by considering the solvent flow relative to the colloids in the film. Indeed, one can show that eq 51 also reads (with real units)

\[
\tilde{L}_{ev} = \tilde{L}_m + L_c = \tilde{L}_m + \frac{\sqrt{2} \tilde{h}_d k (\varphi_c) \kappa \gamma}{\eta_0 v_{ev}} \frac{\kappa \gamma}{a} \tag{52}
\]

by using the definition of the permeability \( k \) given in eq 8 and the approximation for \( \varphi_c - \varphi_d \) given in eq 34. The term \( L_c \) in eq 52 corresponds to the position of the pore-emptying front in a drying colloidal film of thickness \( \tilde{h}_d \) classically estimated from the balance between the viscous dissipation induced by solvent flow through the pores of the densely packed array of colloids (mass conservation, \( \tilde{h}_d \partial_x v(x) = -v_{ev} \), and Darcy law, \( v(x) = -(k/\eta_0) \partial_x p_{liq} \)) and the capillary pressure \( P_{cap} = \kappa \gamma / a \); see, for instance, eq 13 in ref. 16.

Inserting eq 51 into eq 50 yields a second-degree algebraic equation whose solution is

\[
\tilde{h}_d = N \left( 1 + M + \sqrt{(1 + M)^2 - 1} \right), \tag{53}
\]

where the following two dimensionless numbers have been introduced:

\[
N = \frac{\varphi_0}{(\varphi_c - \varphi_0)} \frac{\tilde{v}_{ev}}{V} \sqrt{2}, \tag{54}
\]

\[
M = \frac{\varphi_0}{(\varphi_c - \varphi_0)} \frac{\alpha (1 - \varphi_c)^6}{V (\varphi_c - \varphi_d) \sqrt{2}}. \tag{55}
\]

Finally, one obtains the expression for \( \tilde{L}_{ev} \) by inserting eq 53 into eq 50:

\[
\tilde{L}_{ev} = \sqrt{2} \left( 1 + M + \sqrt{(1 + M)^2 - 1} \right). \tag{56}
\]

We see in Figure 10 that eqs 53 and 56 make it possible to define master curves for the deposit thickness and evaporation length. The outputs of our numerical simulations collapse perfectly onto these master curves, validating the assumptions of our simplified model.

The limits of this simplified model must be recalled. It holds for the evaporative regime, i.e., for low substrate velocities, beyond the Landau–Levich regime. The study is restricted to a 1D regime in the gas phase, which means that the evaporation length was assumed to be larger than the diffusion boundary layer in the gas phase. Finally, the simplified model assumes a constant value for the position of the concentration front \( x_f \approx L_m \). According to the numerical simulations, this is valid for \( \tilde{h}_d \lesssim \tilde{h}_0/10 \). This last condition may become untrue for very large bulk solute concentrations or very low substrate velocities.

**Asymptotic regimes**

Our detailed numerical simulations confirm that a simple picture emerges to describe the flow coating process of colloidal dispersions (see Figure 1): a liquid meniscus with a low colloid concentration is connected at a position \( x_f \approx L_m \) to a water-saturated film at \( \varphi \approx \varphi_c \). This film is then advected by the moving substrate, and the relative solvent flow through the pores of the densely packed colloids (induced by
Two asymptotic regimes exist for the deposit thickness and evaporation length considering $\mathcal{M} \gg 1$ and $\mathcal{M} \ll 1$. They are clearly demonstrated in the master curves displayed in Figure 10.

- Case $\mathcal{M} \ll 1$. Under this assumption, eqs 53 and 56 yield

$$\tilde{h}_d \simeq N \quad \text{and} \quad \tilde{L}_{ev} \simeq \sqrt{2}. \quad (57)$$

This is the standard case in which the evaporation length reduces to the meniscus length, $\tilde{L}_m$. In dimensional variables, we recover

$$h_d \simeq L_m \frac{\varphi_0}{\varphi_c - \varphi_0} \frac{v_{ev}}{V}. \quad (58)$$

- Case $1 \ll \mathcal{M}$. In this case, we obtain

$$\tilde{h}_d \simeq 2\mathcal{M}N \quad \text{and} \quad \tilde{L}_{ev} \simeq \sqrt{8}\mathcal{M}, \quad (59)$$

which corresponds to $L_{ev} \simeq L_c$ in dimensional variables. This asymptotic regime corresponds to the model developed by Jung and Ahn.19 The dimensional thickness is

$$h_d \simeq a \frac{\varphi_0^2}{(\varphi_c - \varphi_0)^2} \frac{v_{ev}}{V^2} \frac{4\kappa\gamma(1 - \varphi_c)^6}{9\eta_0\varphi_c}. \quad (60)$$

For more insight into these limiting regimes, one can also show, using eq 50 and the above definition of $\mathcal{M}$, that

$$\mathcal{M} = \frac{L_c^2}{2L_m(L_c + L_m)} = \frac{\kappa\gamma}{a} \frac{h_d}{v_{ev}L_{ev}} \frac{k(\varphi_c)}{\eta_0} \frac{1}{L_m}. \quad (61)$$

The two asymptotic regimes thus correspond to $L_c \ll L_m$ and $L_c \gg L_m$, respectively. More interestingly, the above equation also suggests that $\mathcal{M}$ compares two different pressures: the critical capillary pressure $P_{cap} = \kappa\gamma/a$ and the pressure $P_c = (\eta_0/k(\varphi_c))(L_{ev}/h_d)v_{ev}L_m$. This last pressure may be understood as follows: $(L_{ev}/h_d)v_{ev}$ is the scale of the velocity of the evaporation-induced solvent flow within the solvent-saturated film (relative to that of the colloids convected by the substrate), and
\[ \nabla P = \left( \frac{\eta_0}{k(\varphi_c)} \right) \left( L_{ev}/h_d \right) v_{ev} \] is therefore the scale of the expected liquid pressure gradient. The unitless number \( M \) thus compares \( P_{cap} \) to the typical (pervadic) pressure estimated using the pressure gradient caused by the relative flow within the film, on the scale of the meniscus \( L_m \). The regime \( M \gg 1 \) thus corresponds to a critical pressure larger than this pressure, i.e., \( P_{cap} \gg \nabla PL_m \). Conversely, one encounters the second regime when the critical capillary pressure is smaller than the pressure that would cause the relative flow of solvent/colloids in the convected film.

**Comparison of the simplified model with experiments**

The experimental results of Jung and Ahn were reported (Figure 10, solid circles), assuming total wetting and using the properties of ethanol. As their experimental results concern the length of the wet dense-packed film, they correspond to \( L_c = L_{ev} - L_m \) in our notation. To obtain the total length \( L_{ev} \), the meniscus height corresponding to the dip coating configuration of their experiments (i.e., \( \sqrt{2} L_c \), where \( L_c \) is the capillary length) was added to their data. \( L_c \) is used as the length scale so that the dimensionless meniscus height is \( \sqrt{2} \), as in the present work. As shown in Figure 10, these data show very good agreement with the master curve. They are located in the transition region, which explains why the comparison with the asymptotic model developed by Jung and Ahn, which corresponds to \( M \gg 1 \), was not accurate.

Note that two behaviors were observed in the experiments performed on colloidal dispersions in the evaporative regime performed by our group. Some of the experiments produced flat dry films. The dry film thicknesses obey the proportionality relation of eq 50 with \( L_{ev} \simeq \sqrt{2} \). The corresponding process parameters\(^{13} \) yield a value of \( M \) in the range \( 0.005 \lesssim M \lesssim 1 \), which is consistent with the observed thicknesses. In other experiments,\(^{45} \) no steady state was obtained, and the dry films showed regular undulations (periodic regime with self-patterning). These last experiments correspond to larger values of the parameter \( M \): \( 0.7 \lesssim M \lesssim 10 \). These results support the possibility of an instability mechanism in the regime of large \( M \). This possibility will be explored in a future work.

**Conclusion**

This work focuses on the drying of a colloidal dispersion in a flow coating process. We considered the evaporative regime encountered at low substrate velocity, where evaporation starts in the meniscus and continues in the wet dense-packed film specific to colloidal dispersions. We developed an original model based on the general transport equations for binary mixtures, which can describe continuously the formation of the dry coating starting from the dilute colloidal dispersion. This model uses a no-slip boundary condition at the substrate for the solute velocity, which makes it possible to obtain a flat dense-packed wet film, as expected. The transition from the wet to the dry film is obtained through a pressure condition related to pore opening. Analysis of numerical simulations shows the existence of two regimes depending on the process parameters (substrate velocity, evaporation velocity, bulk concentration, and particle size). We also derived a simple analytical prediction for the dry film thickness \( h_d \), which is in very good agreement with our numerical simulations. For some range of the process parameters, the total evaporation length is close to the meniscus size, and the model recovers the proportionality relation \( h_d \propto \varphi_0 v_{ev}/V \) observed in our experiments. However, the model shows the existence of another regime that is characterized by an evaporation length much larger than the meniscus and leads to another proportionality relation for the dry film thickness \( (h_d \propto \varphi_0^2 v_{ev}/V^2) \). This regime corresponds to the solution first presented by Jung and Ahn.\(^{19} \) Therefore, the theory presented in this work unifies the different approaches in the literature and is consistent with previous experimental results.\(^{13,19} \)

The above results were obtained in a steady-state situation, and it will be interesting in a future work to explore the transient regime. Indeed, experimental self-patterning\(^{45} \) was ob-
served for large values of $\mathcal{M}$, which motivates exploration of the possibility of an instability mechanism in this regime.

Acknowledgement The authors thank Daniel Lhuillier (retired from IJLRA-CNRS) for useful discussions and ANR EVAPEC (13-BS09-0010-01) for funding. The authors declare no competing financial interest.

References


(14) Grosso, D. How to exploit the full potential of the dip-coating process to better control film formation. J. Mater. Chem. 2011, 21, 17033–17038.


